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#### Abstract

In this paper, we propose a yield and speed enhancement scheme using a reconfigurable device. An LUT array LSI is fabricated on a 90 nm process to measure process variations of LUTs. D2D and WID variations are clearly observed. Reconfiguration using the measurement process variations boosts yield and also increases the average operating speed by $4.1 \%$. In addition, it is proved that expansion of WID variations make the proposed method more effective.


## I. Introduction

Process scaling makes it possible to integrate billions of transistors on a single die. It is quite difficult to manufacture such small transistors with similar characteristics. Scaling down increases variations of transistor performance. In addition, high- $k$ materials are said to affect variations seriously[1]. Transistor performances are different die-todie (D2D) and also within-die (WID). [2] reveals that WID variations are apparently observed in a 90 nm process, which become dominant according to the process scaling[3], [4].

Degradations of transistor performance by variations impacts gate delay. If the performance of transistors along some critical path becomes worse, a fabricated chip does not work correctly at the required speed. Finally it causes yield loss of ASICs. To avoid the loss we design implemented circuits with large amount of timing margins, but increase of the margin results in increase of power consumption and expansion of the circuit area.

In this paper, we propose a yield and speed enhancement scheme against WID variations using the reconfigurable architecture. On reconfigurable devices, functions are allocated after manufacturing. In conventional reconfigurable hardwares, each reconfigurable functional block is considered to have the same performance. In the proposal method we measure WID variations after manufacturing, and allocate the functions suitably considering the measurement results. It enhances not only yield and speed, but also narrows timing margins.

Section II explains the principle of the proposed method in details. An LUT array to measure process variations is fabricated in a 90 nm process. Its structure and measurement results are shown in section III. Section IV shows experimental results of yield and speed enhancement by the proposed method considering measurement results. Finally conclusion are written in section V .

## II. Principle of the speed and yield enhancement

There are many candidates of critical paths in a chip. If even one of these paths become slower by within-die (WID) variations, the fabricated chip become slower. Therefore WID variations uniformly degrade the performance of LSIs. That possibility increases as the transistor count. As the result, almost all fabricated chip may be slower and the yield drops significantly if WID variations become dominant.

The reconfigurable structure mitigates these performance degradation. Figure 1 shows the fundamental idea of the proposed speed and yield enhancement scheme compared with conventional cell-based fixed-structured ASICs. First of all, we fabricate a reconfigurable devices. WID variations are measured on every chip. Forecasting the variations is very difficult, but measuring them after manufacturing is much easier. When reconfiguration, functional blocks are placed according to the measured variations of each chip and their lengths of critical paths. That is to say, a functional block with longer critical path is allocated in the area of faster transistors and a block with shorter critical path is in the area of slower transistors. This method enhances not only yield and the maximum operating clock frequency of fabricated chips, but also slashes the timing margin by leveraging WID variations rather than compensating them.


Fig. 1. Fundamental idea of the proposed yield enhancement scheme. Left: conventional cell-based fixed-structured ASICs. Right: proposed reconfigurable devices configurations of which are optimized as measured within-die variations.


Fig. 2. Structure of a logic block. A signal is transmitted along the dashed arrow through two MUX4s per LB at the measurement.


Fig. 3. Schematic diagram of an MUX4. Within-die variations of the region inside the dashed line can be detected by measurement.

## III. An LUT array fabricated on a 90nm process

We have fabricated an LUT array on a 90 nm process to measure process variations of a reconfigure structure. Generally speaking, regular structures such as FPGAs or SRAMs have small process variations than irregular structures like ASICs or microprocessors. But in the upcoming nanometer technologies, such regular structures will have distinguished WID variations.

## A. Structure of the LUT array

Fig. 2 shows the structure of a logic block (LB) which contains a 4-bit LUT and a scan flip-flop (SDFF). An LUT consists of 16 flip-flops to store an LUT configuration and five MUX4s (4-input multiplexers). Fig. 3 shows the schematic diagram of a MUX4. We can measure process variations of MUX4s in the region inside the dashed line. The output signal Mout from the MUX4 is sent to the adjacent LUT. Fig. 4 shows the array structure of logic blocks in the fabricated chip. They are laid out in a fractal structure to observe scalable process variations. If they are laid out in a line, WID variations may be canceled. The fractal structure makes it possible to measure WID variations in scalable square regions.


Fig. 4. Structure of the LUT array. LBs are connected in a fractal structure to observe scalable process variations.


Fig. 5. Chip micrograph of a 90 nm LUT array LSI including 2,048 logic blocks located at the bottom.

## B. Measurement method of process variations

On measuring the process variations, a signal is rushing through LUTs from the first LB in a square region, which is captured by the SDFF in each LB. LUTs are configured as follows during the measurement.

- The LUT in the first LB is configured to become true at any input value.
- The LUT in the second LB is configured to become true if the input $\mathbf{B}$ from the previous Sout becomes true.
- The LUTs in the other LBs are configured to become true only if the input $\mathbf{A}$ from Mout becomes true.
Applying a clock pulse to SDFFs under the above LUT configuration, Sout of the first LB becomes true, which is transmitted through LBs. During the transmission, let us apply another clock pulse to SDFFs. Then the SDFFs in the LBs where the true signal have been transmitted become true. If WID variations are observed, number of transmitted LBs will be different in each square region as shown in Fig. 4.

Fig. 5 shows a micrograph of a fabricated LSI and Table I shows its specifications.

## C. Measurement results from fabricated chips.

We have measured 25 fabricated dice on a single 300 mm wafer. Each die is $2.5 \mathrm{~mm} \times 2.5 \mathrm{~mm}$ and taken from a $20 \mathrm{~mm} \times 25 \mathrm{~mm}$ reticle. The location of each chip on the wafer and on the reticle is unknown. Fig. 6 shows the result of a measurement. Measurements are done at the resolution of $64(8 \times 8)$ LBs. It measures the performance by counting the number of transmitted LBs as in Fig. 4. Process variations

TABLE I
Specifications of the fabricated LUT array chip.

| Process | $6 \mathrm{M}-1 \mathrm{P} 90 \mathrm{~nm}$ CMOS |
| :--- | ---: |
| Wafer | 300 mm |
| Chip Size | $2.5 \mathrm{~mm} \times 2.5 \mathrm{~mm}$ |
| \# of Trs./LB | 1,950 |
| \# of Trs. (Total) | 1.56 M |
| Area of the LUT array | $.997 \mathrm{~mm}^{2}$ |
| Power Dissipation | $2.45 \mathrm{~mW}(@ 50 \mathrm{MHz})$ |

appear very small since the transistor speed is quantized as the number of LBs.

To avoid the quantization and measure the difference more clearly, varying clock cycle (time to transmission) from 4.0ns to 8.0 ns at 0.1 ns interval, measurements have been repeated 100 times per cycle. Total 4200 measurements are done per chip at the resolution of $16(4 \times 4)$ LBs. Then 100 results are averaged at every cycle. The obtained average value is regarded as the number of transmissions at the cycle. By setting the clock cycle on the horizontal axis and the average number of transmissions on the vertical axis, the gradient is calculated using the least square method. The gradient depends on the performance of each block of LBs. If its speed is doubled, the gradient is doubled. The ratio of the gradients is equivalent to the ratio of the speeds. We can regard these gradients as the performance indicator.

Fig. 7 shows the statistic of WID variations from a fabricated chip. The peripheral LBs tend to be fast and the central LBs are slow. The other 24 chips have the same tendency. The possible reasons of the concave delay curve are as follows.

- Systematic within-die variations because of the aberrations in the stepper lens etc.[3].
- Central portions degradation caused by IR drop.
- Distributions of the wire length.

It is unlikely that systematic within-die variations cause such a sharp tendency to all the chip in the same way since the chip size is very small. The area of the LUT array is about $1 \mathrm{~mm}^{2}$ as in Fig. 5. To distinguish the WID and D2D variations, statistics from the 25 dice are averaged for every 16 LBs. These averaged gradients are called the reference delays. The average value of the residual errors between the measured and reference delays on a die is regarded as the D2D process variation, which is shown in Fig. 8. Fig. 9 shows WID variations of the slowest, typical and fastest chips. Each distribution is obtained to subtract measured delays from the reference delays. The three distributions are very similar to the Gaussian distribution. Therefore the above residual-based method is practical to extract WID variations. The D2D variations can be compensated using well-known body-bias techniques, which are effective for D2D variations. However, it is difficult to compensate the entire WID variations, since the number of controllable body bias voltages is limited. Fig. 8 and 9 reveals that the WID and D2D variations have the same order in the 90 nm process. Even if D2D process variations are compensated, WID variations may degrade the speed and yield in these conditions. In the


Fig. 6. The number of transmitted LBs from a measurement of a fabricated chip at the resolution of $64(8 \times 8)$ logic blocks $(\mathrm{LBs})$. Each decimal number means the number of transmitted LBs at 20 ns (clock frequency 50 MHz ). The + indicator means the number of transmitted LBs changes on each measurement.


Fig. 7. Statistics of a fabricated dice by regarding the gradient from the least square method as the performance indicator. Peripheral LBs are fast and central ones are slow.
following section we evaluate speed and yield enhancement obtained by the proposed placement optimization according to these process variations.

## IV. Experimental results of yield and speed ENHANCEMENT BY RECONFIGURATION

The main idea of the proposed scheme is to optimize placement of circuit blocks on reconfigurable devices according to the transistor performance. We evaluate speed and yield enhancement obtained from placement optimization compared with a conventional fixed placement.

Suppose that a reconfigurable device contains 2048 logic blocks, which is same number as the fabricated chips shown in section III. Each functional circuit block occupies 16 $(4 \times 4)$ logic blocks but has a different critical-path length one by one. The critical path lengths are quantized according


Fig. 8. Observed D2D variations, Fig. 9. Extracted WID variawhich is obtained from the average tions from three distinguished chips. residual error between the measured Left: slowest, Center: typical, Right: values and averaged representative fastest. They are similar to the Gausones. sian distribution. The scale of the x axis is same as Fig. 8

TABLE II
Yield and speed enhancement obtained from one million dice.

| allocation | WID: results of Sect. III |  | WID: tripled |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Yield | Ave. Speed | Yield | Ave. Speed |
| Fixed | $73.0 \%$ | 1.010 | $54.3 \%$ | 1.004 |
| Opt (ave) | $99.3 \%$ | 1.040 | $66.3 \%$ | 1.020 |
| Opt (each) | $100.0 \%$ | 1.051 | $100.0 \%$ | 1.095 |

to the normal distribution from 0 to 8 . Critical path length 0 means that the 16 logic blocks is not used. The array at the left side in Fig. 10 shows these functional circuit blocks. The array at the right side in Fig. 10 shows a transistor performance distribution of $16(4 \times 4)$ logic blocks converted to acceptable critical path lengths. Performances are different on every chip because of WID variations and IR drop etc. Here we ignore D2D variations that can be compensated. We model the performance variations using the measurement result of section III. The reference delay is referred as the average performance. WID variations are modeled by Gaussian distributions estimated from Fig. 9.

Here, each functional circuit block is assigned to a 16 $(4 \times 4)$ logic block. If transistor performance of the logic blocks is below the critical path length of the assigned functional block, the entire chip does not work with the target operating speed. Its initial allocation can not be exchanged on the conventional FPGAs. On the other hand, we assume that they can be exchanged within a small region in the proposed scheme like Fig. 10. We suppose that $4 \times 4$ functional blocks can be exchanged without overhead of wire length. These three schemes are compared

1) Fixed to the initial allocation.
2) Optimized within $4 \times 4$ to suit to the reference delays. This is called "Opt (ave)".
3) Optimized within $4 \times 4$ to each chip considering both the reference delays and WID variations. This is called "Opt (each)".
One million chips are generated according to the measured WID variations. Fig. 11 shows distributions of operating speed normalized by the target speed. Table II shows the yield and average chip speed obtained from the above three placement schemes. When WID variations are obtained from the measurement results in Sect. III, the yield becomes 99.3\% by optimizing placement using the average variation (referred as Opt.(ave)). If WID variations are tripled, the yield is not increased by Opt.(ave). But, it is enhanced to $100 \%$ by optimizing placement chip by chip according to the chiporiented WID variation (referred as Opt.(each)).

## V. CONCLUSION

We propose a yield and speed enhancement scheme using a reconfigurable device. An LUT array LSI is fabricated on a 90 nm process to measure process variations of LUTs. D2D and WID variations are cleary observed on the fabricated chip.

Reconfiguration (placement optimization) according to the measured WID variations boosts yield and also increases the average operating speed by $4.1 \%$. In addition, availability of


Fig. 10. Placement optimization scheme according to the performance of a fabricated chip.


Fig. 11. Distributions of the operating speed normalized by the target operating speed. Left: WID variations are estimated by the measurement results of section III. Right: WID variations are tripled.
the proposed method increases according to the expansion of WID variations. Effect to speed improvement become more than double ( $4.1 \%$ to $9.1 \%$ ) if the WID variations are tripled in a fine future process.
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