
  

Abstract—An accurate metric for the time step control in the 

power device transient simulation is proposed. This metric 

contains an exponential term of the dominant time constant of the 

whole device structure derived from the matrix exponential term 

of the linearized device state equation. The proposed metric allows 

larger time step widths than the conventional metric of 2nd order 

approximation of the local truncation error. It focuses on the 

dominant part of the transient response and its truncation error 

approximation is more accurate. In the transient device simulation, 

box integration method and Backward Euler method are used for 

spatial and temporal discretization, respectively. The discretized 

nonlinear device equations are solved by using Newton iteration 

whose initial guess is given by the approximated solution of the 

linearized device state equation by using the dominant time 

constant. Total calculation time of the transient simulation of a 

silicon power DMOSFET by using the proposed method decreases 

down to 27% of that by the conventional method with keeping the 

current accuracy of the dominant transient response. 

 
Index Terms—Arnoldi method, local truncation error, 

linearized device state equation, power device, time step control, 

transient device simulation 

 

I. INTRODUCTION 

EVICE simulation is intensively used for power MOSFET 

design today because the uncertainties in impurity profile, 

geometry size and carrier transport physics of power MOSFET 

are all in acceptable level. It can clearly elucidate the 

mechanism of the phenomenon resulting from the complex 

coupling of plural physical effects. On the other hand, its 

calculation time is problematic especially in transient analysis 

because a large number of meshes must be used to express its 

large device structure and a large number of time steps must be 

consumed to trace its relatively slow response. Optimum time 

step control is important for the calculation time reduction with 

assuring the accuracy of transient device simulation. In this 

paper, we improve the speed of the transient simulation of a 

silicon power DMOSFET by about 4 times by adopting an 

accurate metric for the time step control and an improved initial 

value prediction for Newton iteration at each time step by using 
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the dominant time constant information of the whole device 

structure derived from the matrix exponential term of the 

linearized device state equation.  

II. MATHEMATICAL FORMULATION FOR THE TRANSIENT 

DEVICE SIMULATION 

In the transient device simulation, the following devices 

equations (Poisson equation and electron and hole current 

continuity equations) are solved. 

𝜕

𝜕𝑡
[

0
𝑛(𝑟, 𝑡)

𝑝(𝑟, 𝑡)
]

= −

[
 
 
 
 
 
 

1

𝑞
∇r ∙ (𝜀∇r𝜓(𝑟, 𝑡)) − 𝑛(𝑟, 𝑡) + 𝑝(𝑟, 𝑡)

−
1

𝑞
∇r ∙ (−𝑞𝜇n𝑛(𝑟, 𝑡)∇r𝜓(𝑟, 𝑡) + 𝜇n𝑘B𝑇∇r𝑛(𝑟, 𝑡))

1

𝑞
∇r ∙ (−𝑞𝜇p𝑝(𝑟, 𝑡)∇r𝜓(𝑟, 𝑡) − 𝜇p𝑘B𝑇∇r𝑝(𝑟, 𝑡))

]
 
 
 
 
 
 

+ [

−𝑁D(𝑟) + 𝑁A(𝑟)

𝐺n(𝑟, 𝑡) − 𝑅n(𝑟, 𝑡)

𝐺p(𝑟, 𝑡) − 𝑅p(𝑟, 𝑡)
]                                                      (1) 

Here, 𝜓 is electrostatic potential, 𝑛 is electron density, and 𝑝 is 

hole density. 𝑟  and 𝑡  stand for spatial coordinates and time, 

respectively.  𝜀, 𝑘B, 𝑞, and 𝑇 are permittivity of the material, 

Boltzmann constant, unit charge and temperature, respectively.  

𝜇n  and 𝜇p  are electron and hole mobilities, respectively. 𝑁D 

and 𝑁A are donor and acceptor densities, respectively. 𝐺n and 

𝑅n  are generation and recombination terms for electron, 

respectively and 𝐺p  and 𝑅p are generation and recombination 

terms for hole, respectively. Assuming 2-dimensional mesh 

structure as shown in Fig. 1, spatial discretization of (1) by 

using box integration method [1][2] and also by using 

Scharfetter-Gummel discretization scheme [1][3] for electron 

and hole current continuity equations produces (2). Here, 𝑟𝑖 is 

the spatial coordinates of mesh node 𝑖 , 𝐿𝑖𝑗  is the coupling 

coefficient between mesh nodes 𝑖 and 𝑗, and 𝐴𝑖  is the control 

volume of mesh node 𝑖. 𝐵𝑒(𝑥) is Bernoulli function expressed 

as (3) resulting from Scharfetter-Gummel discretization scheme. 
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⋮
0
⋮

𝐴𝑖

𝜕

𝜕𝑡
𝑛(𝑟𝑖 , 𝑡)
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𝐴𝑖

𝜕

𝜕𝑡
𝑝(𝑟𝑖 , 𝑡)
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= −

[
 
 
 
 
 
 
 
 
 
 
 

⋮
1

𝑞
∑ 𝜀𝑖𝑗𝐿𝑖𝑗 (𝜓(𝑟𝑗 , 𝑡) − 𝜓(𝑟𝑖 , 𝑡)) + 𝐴𝑖(−𝑛(𝑟𝑖 , 𝑡) + 𝑝(𝑟𝑖 , 𝑡))

𝑗

⋮

𝑘𝐵𝑇

𝑞
∑ 𝜇𝑛𝑖𝑗𝐿𝑖𝑗 (−𝐵𝑒 (

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡) − 𝜓(𝑟𝑖 , 𝑡))) 𝑛(𝑟𝑗 , 𝑡) + 𝐵𝑒 (−

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡) − 𝜓(𝑟𝑖 , 𝑡))) 𝑛(𝑟𝑖 , 𝑡))

𝑗

⋮

𝑘𝐵𝑇

𝑞
∑ 𝜇𝑝𝑖𝑗𝐿𝑖𝑗 (−𝐵𝑒 (−

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡) − 𝜓(𝑟𝑖 , 𝑡))) 𝑝(𝑟𝑗 , 𝑡) + 𝐵𝑒 (

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡) − 𝜓(𝑟𝑖 , 𝑡))) 𝑝(𝑟𝑖 , 𝑡))

𝑗

⋮ ]
 
 
 
 
 
 
 
 
 
 
 

+

[
 
 
 
 
 
 
 

⋮
−𝐴𝑖(𝑁𝐷(𝑟𝑖) − 𝑁𝐴(𝑟𝑖))

⋮
𝐴𝑖(𝐺𝑛(𝑟𝑖 , 𝑡) − 𝑅𝑛(𝑟𝑖 , 𝑡))

⋮

𝐴𝑖 (𝐺𝑝(𝑟𝑖 , 𝑡) − 𝑅𝑝(𝑟𝑖 , 𝑡))

⋮ ]
 
 
 
 
 
 
 

                                                                                                                                                               (2) 

             𝐵𝑒(𝑥) =
𝑥

𝑒𝑥𝑝(𝑥) − 1
                                                                                                                                                                  (3) 
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⋮
0
⋮

𝐴𝑖

𝑛(𝑟𝑖 , 𝑡𝑘) − 𝑛(𝑟𝑖 , 𝑡𝑘−1)

∆𝑡𝑘

⋮

𝐴𝑖

𝑝(𝑟𝑖 , 𝑡𝑘) − 𝑝(𝑟𝑖 , 𝑡𝑘−1)

∆𝑡𝑘

⋮ ]
 
 
 
 
 
 
 
 

= −

[
 
 
 
 
 
 
 
 
 
 
 

⋮
1

𝑞
∑ 𝜀𝑖𝑗𝐿𝑖𝑗 (𝜓(𝑟𝑗 , 𝑡𝑘) − 𝜓(𝑟𝑖 , 𝑡𝑘)) + 𝐴𝑖(−𝑛(𝑟𝑖 , 𝑡𝑘) + 𝑝(𝑟𝑖 , 𝑡𝑘))

𝑗

⋮

𝑘𝐵𝑇

𝑞
∑ 𝜇𝑛𝑖𝑗𝐿𝑖𝑗 (−𝐵𝑒 (

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡𝑘) − 𝜓(𝑟𝑖 , 𝑡𝑘))) 𝑛(𝑟𝑗 , 𝑡𝑘) + 𝐵𝑒 (−

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡𝑘) − 𝜓(𝑟𝑖 , 𝑡𝑘))) 𝑛(𝑟𝑖 , 𝑡𝑘))

𝑗

⋮

𝑘𝐵𝑇

𝑞
∑ 𝜇𝑝𝑖𝑗𝐿𝑖𝑗 (−𝐵𝑒 (−

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡𝑘) − 𝜓(𝑟𝑖 , 𝑡𝑘))) 𝑝(𝑟𝑗 , 𝑡𝑘) + 𝐵𝑒 (

𝑞

𝑘𝐵𝑇
(𝜓(𝑟𝑗 , 𝑡𝑘) − 𝜓(𝑟𝑖 , 𝑡𝑘))) 𝑝(𝑟𝑖 , 𝑡𝑘))

𝑗
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+

[
 
 
 
 
 
 
 

⋮
−𝐴𝑖(𝑁𝐷(𝑟𝑖) − 𝑁𝐴(𝑟𝑖))

⋮
𝐴𝑖(𝐺𝑛(𝑟𝑖 , 𝑡𝑘) − 𝑅𝑛(𝑟𝑖 , 𝑡𝑘))

⋮

𝐴𝑖 (𝐺𝑝(𝑟𝑖 , 𝑡𝑘) − 𝑅𝑝(𝑟𝑖 , 𝑡𝑘))

⋮ ]
 
 
 
 
 
 
 

                                                                                                                                                   (4) 



Index 𝑗 is summed up for the mesh nodes connected to the mesh 

node 𝑖. Temporal discretization of (2) by using Backward Euler 

method [4][5] produces (4). Here, 𝑡𝑘 is the k-th analysis time in 

the transient simulation and ∆𝑡𝑘 ≝ 𝑡𝑘 − 𝑡𝑘−1  is the k-th time 

step width. By setting proper boundary conditions and also by 

using matrix and vector symbols, (4) can be expressed as (5).  
1

∆𝑡𝑘

𝑪 ∙ (𝒙𝑘 − 𝒙𝑘−1)

= −𝑭(𝒙𝑘) ∙ 𝒙𝑘 + 𝑭𝐂(𝒙𝑘) + 𝑩 ∙ 𝒖(𝑡𝑘)     (5) 
Here, 𝒙𝑘 is the variable vector at analysis time 𝑡𝑘 and equals to 

(⋯ 𝜓(𝑟𝑖 , 𝑡𝑘) ⋯ , ⋯ 𝑛(𝑟𝑖 , 𝑡𝑘) ⋯ , ⋯ 𝑝(𝑟𝑖 , 𝑡𝑘) ⋯ )𝑡 .  𝑪  is effective 

capacitance diagonal matrix whose elements are the control 

volumes of each mesh node. 𝑭(𝒙𝑘) and 𝑭𝐂(𝒙𝑘) are nonlinear 

coefficient matrix and nonlinear vector term at 𝑡𝑘, respectively. 

𝑩 is input connection matrix, 𝒖(𝑡𝑘) is input vector at 𝑡𝑘. In the 

Backward Euler method, all the input signals are approximated 

with piecewise linear waveforms. In this paper, only single 

device and voltage sources connected to the device terminals 

are considered and no other external circuit element is 

considered for simplicity. Since (5) is nonlinear with respect to 

𝒙𝑘, Newton method is used to solve (5), i.e. the following (6)-

(9) are iteratively calculated with the initial value 𝒙𝑘,1 until the 

norm of 𝜹𝒙𝑘,𝑛+1 becomes sufficiently small. 

𝑮(𝒙𝑘,𝑛) =
𝜕(𝑭(𝒙) ∙ 𝒙)

𝜕𝒙
|
𝒙=𝒙𝑘,𝑛

−
𝜕𝑭𝐂(𝒙)

𝜕𝒙
|
𝒙=𝒙𝑘,𝑛

     (6) 

(
1

∆𝑡𝑘

𝑪 + 𝑮(𝒙𝑘,𝑛)) ∙ 𝜹𝒙𝑘,𝑛+1

= − (
1

∆𝑡𝑘

𝑪 ∙ (𝒙𝑘,𝑛 − 𝒙𝑘−1) + 𝑭(𝒙𝑘,𝑛) ∙ 𝒙𝑘,𝑛

− 𝑭𝐂(𝒙𝑘,𝑛) − 𝑩 ∙ 𝒖(𝑡𝑘))                            (7) 

𝒙𝑘,𝑛+1 = 𝒙𝑘,𝑛 + 𝛼𝜹𝒙𝑘,𝑛+1                                         (8) 

𝑛 = 𝑛 + 1                                                            (9) 

Here, n is the number of Newton iteration.  𝒙𝑘,𝑛+1  is the 

approximate solution of 𝒙𝑘  after n-th Newton iteration, and 

𝜹𝒙𝑘,𝑛+1 is the correction vector at n-th Newton iteration. α is 

damping factor to prevent divergence when electrostatic 

potential variation is too large. 𝑮(𝒙𝑘,𝑛) is also equivalent to the 

Jacobian used for obtaining DC solution by Newton method 

with initial value  𝒙𝑘,𝑛 after the transient has been decayed with 

very large time step width i.e. ∆𝑡𝑘 → ∞ . To solve (7), LU-

factorization of 𝑪 ∆𝑡𝑘⁄ + 𝑮(𝒙𝑘,𝑛)  is used here. For LU-

factorization, Crout method without pivoting is used here, and 

the variables are reordered as 

(𝜓(𝑟1, 𝑡𝑘), 𝑛(𝑟1, 𝑡𝑘), 𝑝(𝑟1, 𝑡𝑘), 𝜓(𝑟2, 𝑡𝑘), 𝑛(𝑟2, 𝑡𝑘), ⋯ )𝑡 so that a 

narrow width band matrix is formed to reduce the calculation 

time. After the Newton iteration converges, the analysis time is 

advanced by setting: 

𝒙𝑘 = 𝒙𝑘,𝑛+1                                                            (10) 

  𝑡𝑘+1 = 𝑡𝑘 + ∆𝑡𝑘+1.                                               (11) 

If the Newton iteration does not converge or the Local 

Truncation Error (LTE) is greater than the specified criteria, the 

time step is cancelled and re-calculated with smaller time step 

width. The overall algorithm is shown in Fig. 2. As for Step 6-

8 and Step 25-27 of the algorithm, detailed explanation is given 

in later sections. The mathematical method explained in this 

section is used for the transient device simulation throughout 

this paper. 

 
 
Fig. 2. Flow chart of transient device simulation algorithm used in this 

paper. 

Transient device simulation algorithm: Solve the discretized 
non-linear equations by Newton method.

1. 𝑘 = 0, 𝑡 = 0.
2. Set initial time step width ∆𝑡1, 𝑡1 = 𝑡 + ∆𝑡1.
3. Do {
4. 𝑘 = 𝑘 + 1, 𝑛 = 0.
5. Set boundary condition 𝑩  𝒖 𝑡𝑘 .
6. If ‘Exp_LTE_metric’ is used then
7.                    Calculate dominant time constant   by Arnoldi

algorithm (Fig. 8).
8.                    Set initial guess for 𝒙𝑘,1 by (32).
9.              else
10.                  𝒙𝑘,1 = 𝒙𝑘−1 .
11. endif
12. Do {
13. 𝑛 = 𝑛 + 1.

14. Calculate  𝑭 𝒙𝑘,𝑛 , 𝑭𝐂 𝒙𝑘,𝑛 ,

𝑮 𝒙𝑘,𝑛 =
 𝑭(𝒙) 𝒙

 𝒙
 
𝒙=𝒙𝑘,𝑛

−
 𝑭𝐂 𝒙

 𝒙
 
𝒙=𝒙𝑘,𝑛

.

15. LU-factorization:    =
1

∆𝑡𝑘
𝑪 + 𝑮 𝒙𝑘,𝑛 .

16. 𝜹𝒙𝑘,𝑛+1 = − −1( −1  
1

∆𝑡𝑘
𝑪  𝒙𝑘,𝑛 − 𝒙𝑘−1

+𝑭 𝒙𝑘,𝑛  𝒙𝑘,𝑛 −𝑭𝐂 𝒙𝑘,𝑛 − 𝑩  𝒖 𝑡𝑘 ) .

17. If 𝜹 𝑘,𝑛   then

18. 𝛼 =
     𝜹 𝑘,𝑛 − + + −      

𝜹 𝑘,𝑛

19. else
20. 𝛼 = 1
21. endif
22. 𝒙𝑘,𝑛+1 = 𝒙𝑘,𝑛 + 𝛼𝜹𝒙𝑘 ,𝑛+1.

23. } while 𝜹𝒙𝑘,𝑛+1    𝑛  𝒙𝑘,𝑛 +   𝑛 and

𝑛  𝑛   .
24. 𝒙𝑘 = 𝒙𝑘,𝑛+1.

25. Evaluate Local Truncation Error (LTE).
26. if 𝐿𝑇     𝒙𝑘 +   or  𝑛  𝑛   then

𝑘 = 𝑘 − 1.
27. Calculate  𝑡𝑘+1 based on LTE and 𝑛.
28. 𝑡𝑘+1 = 𝑡𝑘 + ∆𝑡𝑘+1

29. } while 𝑡𝑘+1  𝑡𝑒𝑛 and 𝑘  𝑘   .

 
 

Fig. 1. Spatial discretization with 2-dimensioal mesh structure. 𝐿𝑖𝑗 =

𝑤𝑖𝑗 𝑑𝑖𝑗⁄  is the coupling coefficient between mesh nodes 𝑖 and 𝑗, where 𝑤𝑖𝑗 

and 𝑑𝑖𝑗 are the cross-section for the flux and the mesh node distance, 

respectively. 𝐴𝑖 is the control volume of mesh node 𝑖. 

𝑤𝑖𝑗

𝑑𝑖𝑗

𝐴𝑖

𝑟𝑖 𝑟𝑗



 

III. AN EXPONENTIAL BASED LOCAL TRUNCATION ERROR 

METRIC 

In the conventional transient device simulation by using 

Backward Euler method, 2nd_order_LTE (Local Truncation 

Error) which is a product of second time derivative of carrier 

density and squared time step width is usually used for the time 

step width control metric [5] [6].  2nd_order_LTE is derived as 

follows. Consider that the following ordinary differential 

equation 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥).                                         (12) 

Time discretization of (12) by using Backward Euler method 

yields 

𝑥BE(𝑡 + ∆𝑡) − 𝑥BE(𝑡 )

∆𝑡
= 𝑓(𝑥BE(𝑡 + ∆𝑡)),      (13) 

where 𝑥𝐵𝐸  is an approximated solution by Backward Euler 

method, 𝑡  is the previous time, and ∆t is a time step width. 

Taylor expansion of the exact solution 𝑥(𝑡)  at 𝑡 = 𝑡 + ∆𝑡 

becomes 

𝑥(𝑡 ) = 𝑥(𝑡 + ∆𝑡) − 𝑥̇(𝑡 + ∆𝑡) ∙ ∆𝑡 +
1

2!
𝑥̈(𝑡 + ∆𝑡) ∙ (∆𝑡)2

+ 𝑂((∆𝑡)3).                                                  (14) 

Subtracting (13) from (14) assuming 𝑥𝐵𝐸(𝑡 + ∆𝑡) = 𝑥(𝑡 +
∆𝑡) produces LTE definition: 

𝐿𝑇 ≝ |𝑥BE(𝑡 ) − 𝑥(𝑡 )|

= |
1

2
𝑥̈(𝑡 ) ∙ (∆𝑡)2 + 𝑂((∆𝑡)3)|

.
             (15) 

Finally, 2nd_order_LTE-metric is obtained as follows by 

omitting unknown higher order terms. 

2𝑛 _𝑜𝑟𝑑𝑒𝑟_𝐿𝑇 _𝑚𝑒𝑡𝑟𝑖𝑐 ≝ |
1

2
𝑥̈(𝑡 ) ∙ (∆𝑡)2|

.
    (16) 

In the transient analysis, ∆𝑡 is controlled so that (16) should be 

less than a predetermined criterion such as: 

∆𝑡  √
2 ∙ ( r ∙ |𝑥(𝑡 )| +  a)

|𝑥̈(𝑡 )| + 𝛿
,

                           (17) 

where  r  and  a  are relative and absolute LTE tolerances, 

respectively and δ is a ceiling value to protect the denominator 

from becoming zero. However, the accuracy of this metric is 

dubious because it only adopts the most dominant term in the 

Taylor expansion of the LTE and the contributions from the 

other higher order terms are ignored. In the case of 

exponentially decaying transient response, cancellation effect 

between the Taylor expansion terms is expected since all the 

odd-order derivatives become negative and all the even-order 

derivatives become positive in the Taylor expansion of 

exp(−𝑥). Therefore, (16) may overestimate the actual LTE and 

may raise false alarm to decrease ∆𝑡. 

On the other hand, suppose that the response of the whole 

device structure can be well approximated by a dominant time 

constant   . This assumption is not valid for general circuits, 

especially for complex RLC circuits which have a lot of time 

constants uniformly scattered in a wide range. However, as will 

be shown in the later sections, it holds for power devices which 

have a large and well-separated time constant for the main 

response. If the dominant time constant    is known a priori, the 

LTE can be estimated as Exp_LTE_metric as follows. As 

defined in (15), the LTE is the difference between an 

approximated solution by Backward Euler method and the 

exact solution as 

𝐿𝑇 ≝ |𝑥BE(𝑡 ) − 𝑥(𝑡 )| 

= |−
1

2!
𝑥̈(𝑡 + ∆𝑡) ∙ (∆𝑡)2 +

1

3!
𝑥(𝑡 + ∆𝑡)(∆𝑡)3 − ⋯ |

.
  (18) 

 

Assume the exact solution 𝑥(𝑡) can be well-approximated by 

using a dominant time constant    of the whole device structure 

as: 

𝑥(𝑡) = 𝑥(𝑡 ) + 𝑓(𝑥(𝑡 )) ∙  c ∙ (1 − exp  −
𝑡 − 𝑡 

 c

 )

.

   (19) 

The shape of (19) is shown in Fig. 3. By substituting (19) into 

(18) and putting the Taylor series into an exponential term, the 

Exp_LTE_metric can be derived as: 

 𝑥𝑝_𝐿𝑇 _𝑚𝑒𝑡𝑟𝑖𝑐

≝ |𝑥̇(𝑡 ) ∙  c

∙ [1 −  1 +
∆𝑡

 c

 exp  −
∆𝑡

 c

 ]|
.

             (20) 

Equation (20) is expected to be more accurate than (16) since 

all the Taylor expansion terms are included. For 

Exp_LTE_metric, ∆𝑡 is determined so that (20) should be less 

than a predetermined criterion such as: 

1 −  1 +
∆𝑡

 c

 exp  −
∆𝑡

 c

  
 r ∙ |𝑥(𝑡 )| +  a

|𝑥̇(𝑡 ) ∙  c| + 𝛿
.

     (21) 

Equation (21) can be solved by using such as bi-sectional 

method [7]. Fig. 4 shows the time step width (∆𝑡) dependence 

of the main Exp_LTE_metric term in (20) (i.e. LHS of (21)) 

with respect to | c|. This figure tells us two important features. 

The first one is that the main Exp_LTE_metric term 

exponentially decreases as ∆𝑡 becomes smaller than | c|. This 

feature is advantageous for adopting large time step width by 

filtering out the unimportant responses whose time constants 

are much smaller than the dominant one. On the contrary, as the 

conventional 2nd_order_LTE_metric watches local variations 

only, it cannot overlook any quick response even if it is 

unimportant. The second feature is that although the  c of the 

active device can be either positive or negative, the main 

 
 
Fig. 3. Approximation of the exact solution by using a dominant time 

constant  c. 
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Exp_LTE_metric term never exceeds 1 as long as the  c  is 

positive. This means that if |𝑥̇(𝑡 ) ∙   | in (20) is smaller than 

the required LTE criterion, it is possible to take ∆𝑡 as infinite. 

On the other hand, ∆𝑡  in the 2nd_order_LTE_metric of (16) 

never fails to be restricted to some limited value unless |𝑥̈(𝑡 )|  
is 0. If the false alarm is suppressed by replacing 

2nd_order_LTE_metric with Exp_LTE_metric, it is possible to 

enjoy the efficiency of large ∆𝑡. 

IV. DOMINANT TIME CONSTANT OF A DEVICE 

Spatially discretized device equations by using mesh can be 

expressed as an equivalent circuit shown in Fig. 5 (a) [8]. Here, 

electrostatic potential (𝜓) and carrier densities (𝑛, 𝑝) are taken 

as state variables and nonlinear resistance and linear 

capacitance resulting from the shape of the control volume [2] 

and physical nature of each mesh point are used as circuit 

elements. The capacitances between carrier density nodes and 

potential nodes in Fig. 5 (a) correspond to 𝐴𝑖 in LHS of (2) and 

are also the elements of the effective capacitance diagonal 

matrix 𝑪  in (5). The capacitances between potential nodes 

correspond to the 𝜀𝑖𝑗𝐿𝑖𝑗 𝑞⁄  in RHS of (2). The 4 capacitances 

around each potential node must satisfy charge conservation 

law required by Poisson equation. 

In the case of 1-dimensional PN-diode at thermal equilibrium, 

the resistance value becomes high where the relevant carrier 

density is low. If such nonconductive high resistances are 

removed, the equivalent circuit becomes the one shown in Fig. 

5 (b). The shortest response time constants of this equivalent 

circuit result from the resistances and capacitances in the same 

control volume expressed by the thick arrows in Fig. 5 (b). 

These time constants are equal to the dielectric relaxation time 

of doped silicon ( d) expressed as: 

 d =
𝜀si

𝑞(𝜇n𝑛 + 𝜇p𝑝)
.

                                (22) 

Here, 𝜀Si is dielectric constant of silicon. Dielectric relaxation 

time easily becomes less than 1E-12 s where the doping density 

is high. Using an explicit time discretization scheme such as 

Forward Euler method is not practical in transient device 

simulation because the maximum time step width is restricted 

by the dielectric relaxation time. 

Generally, in the time scale longer than the dielectric 

relaxation time, it is possible to treat semiconductor as simple 

resistance with ignoring the relevant capacitance. Since the 

cutoff frequency of the PN-diode at thermal equilibrium is a few 

hundreds of GHz, the capacitances in the control volumes 

whose dielectric relaxation times are less than 1E-12 s can be 

ignored. In this case, the equivalent circuit becomes the one 

shown in Fig. 5 (c). The thick arrow in Fig. 5 (c) shows the 

series resistances and capacitances corresponding to the longest 

response time constant which restricts the response of the whole 

device structure. Compact transistor model further simplifies 

this equivalent circuit with small number of lumped elements. 

The longest response time constant expresses the most principal 

and important transient response from a view point of practical 

device operation. It is called dominant time constant in this 

paper.  

 

V. DOMINANT TIME CONSTANT EXTRACTION 

A. Mathematical Background 

Consider device equations (1). As explained in Section II, in 

terms of spatial discretization by box integration method and 

Scharfetter-Gummel discretization scheme, with proper 

boundary conditions, the following symbolic device state 

equation is derived [9]-[11]: 

𝑪 ∙
𝜕𝒙

𝜕𝑡
= −𝑭(𝒙) ∙ 𝒙 + 𝑭𝐂(𝒙) + 𝑩 ∙ (𝒖𝟎 + 𝒖𝟏 ∙ 𝑡).       (23) 

Here, 𝒙  is state variable vector and equals to 

 
Fig. 4. Time step width dependence of the main part of Exp_LTE_metric 

with respect to the dominant time constant  c. The filled circle with solid 

line is for positive  c and the open circle with broken line is for negative 

 c. As long as  c  0, the main part of Exp_LTE_metric never exceeds 1. 
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Fig. 5. (a) Equivalent circuit for device state variables (electrostatic 

potential 𝜓 and carrier densities 𝑛, 𝑝) in terms of non-linear resistances and 

linear capacitances derived by spatial mesh discretization. (b) Equivalent 

circuit for PN-diode where the low conductive resistances corresponding to 
the low carrier densities are ignored. The thick arrows express the shortest 

time constants in the circuit which are equal to the dielectric relaxation time 

of the highly doped control volumes. (c) Equivalent circuit where the 
capacitances in the control volumes whose dielectric relaxation time is less 

than 1E-12 s are ignored. The thick arrow expresses the longest time 

constant which restrict the response of the whole device structure. 
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(⋯ 𝜓(𝑟𝑖 , 𝑡) ⋯ , ⋯ 𝑛(𝑟𝑖 , 𝑡) ⋯ , ⋯ 𝑝(𝑟𝑖 , 𝑡) ⋯ )𝑡 . Although (23) is 

similar to (5), temporal discretization is not applied here. 

Moreover, only step input vector 𝒖𝟎 and ramp input vector 𝒖𝟏 

are considered here because all the input signals are 

approximated with piecewise linear waveforms as explained in 

Section II. Linearization of (23) by using Taylor expansion with 

respect to 𝒙 at 𝒙 = 𝒙𝟎 results in: 

𝑪 ∙
𝜕𝒙

𝜕𝑡
= −𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎) + 𝑩 ∙ (𝒖𝟎 + 𝒖𝟏 ∙ 𝑡)

+ (−
𝜕(𝑭(𝒙) ∙ 𝒙)

𝜕𝒙
|
𝒙=𝒙𝟎

+
𝜕𝑭𝐂(𝒙)

𝜕𝒙
|
𝒙=𝒙𝟎

)

∙ (𝒙 − 𝒙𝟎)                                                    (24) 

or by using (6) [9]-[11], 

𝑪 ∙
𝜕𝒙

𝜕𝑡
= −𝑮(𝒙𝟎) ∙ 𝒙 + 𝑮(𝒙𝟎) ∙ 𝒙𝟎 − 𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎)

+ 𝑩 ∙ (𝒖𝟎 + 𝒖𝟏 ∙ 𝑡).                                   (25) 

Formal solution of (25) can be obtained as: 

𝒙(𝑡) = 𝒙𝟎 + (𝑰 − exp(−𝑪−1𝑮(𝒙𝟎) ∙ 𝑡))

∙ 𝑮(𝒙𝟎)−1(−𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎) + 𝑩 ∙ 𝒖𝟎

− 𝑪𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏) + 𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏

∙ 𝑡,                                                                  (26) 

where 𝑰 is identity matrix. One important thing to be noted is 

that diagonal matrix 𝑪 is singular since Poisson equation, the 

first row in (1), does not have time derivative term. Therefore, 

in reality, (26) does not hold. However, as will be explained in 

the latter part of this section, there is no need to calculate 𝑪−1 

in the actual approximated calculation of the matrix exponential 

term exp(−𝑪−1𝑮(𝒙𝟎) ∙ 𝑡) . Here, (26) is temporary used for 

explaining the structure of the formal solution. Time 

development behavior of (26) is shown in Fig. 6. The term 𝒙𝟎 

is the initial value of the device state equation. The term: 

𝑰 − exp(−𝑪−1𝑮(𝒙𝟎) ∙ 𝑡)                         (27) 

in (26) is the transient decay factor. The term: 

𝑮(𝒙𝟎)−1(−𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎) + 𝑩 ∙ 𝒖𝟎 − 𝑪𝑮(𝒙𝟎)−1𝑩
∙ 𝒖𝟏)                                                               (28) 

in (26) expresses the transient response amplitude. The term: 

𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏 ∙ 𝑡                                (29) 

in (26) corresponds to the time development by ramp input. The 

term: 

−𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎)                            (30) 

in (28) stands for the continuity unbalance at initial state. The 

term: 

𝑩 ∙ 𝒖𝟎 − 𝑪𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏                       (31) 

in (28) is the input signal stimulus. Equation (28) tells us that 

the transient response amplitude is the result of the propagation 

of the source signals (30)-(31) through the equivalent mesh 

conductance 𝑮(𝒙𝟎) . The derivation procedure of the formal 

solution of the linearized device state equation explained above 

is summarized in Fig. 7. Since the original device state equation 

is highly nonlinear system, especially due to the Bernoulli 

function (3), the formal solution of the linearized system (26) is 

valid only within limited time duration. Therefore, transient 

analysis with temporal discretization such as Backward Euler 

method explained in Section II is necessary to get long range 

solution [10]-[11]. 

Since the matrix exponential term in (27) is infinite series of 

matrix product which is derived by applying Taylor expansion 

of exponential function to matrix, it is difficult to carry out 

actual calculation. To overcome this difficulty, various 

approximation methods have been proposed [12]-[23]. In this 

paper, matrix exponential is replaced by scalar exponential 

function in terms of the largest eigenvalue of 𝑮−1𝑪 [9]. The 

largest eigenvalue of 𝑮−1𝑪   corresponds to the smallest 

eigenvalue of 𝑪−1𝑮 in (27). It also corresponds to the dominant 

time constant of the whole device structure  c (= the longest 

time constant). Then, the approximation of (26) becomes as 

follows: 

𝒙(𝑡) = 𝒙𝟎 + (1 − exp  −
𝑡

 c

 )

∙ 𝑮(𝒙𝟎)−1(−𝑭(𝒙𝟎) ∙ 𝒙𝟎 + 𝑭𝐂(𝒙𝟎) + 𝑩 ∙ 𝒖𝟎

− 𝑪𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏) + 𝑮(𝒙𝟎)−1𝑩 ∙ 𝒖𝟏

∙ 𝑡.                                                                   (32) 

Note that (32) can be used to give a good initial guess of 

Newton iteration performed at each time step in the transient 

analysis defined as Step 8 in Fig. 2. 

To obtain the largest eigenvalue of 𝑮−1𝑪, Arnoldi algorithm 

[9] [16] shown in Fig. 8 is adopted here. As mentioned before, 

 
 
Fig. 6. Time dependent behavior of the formal solution of the linearized 
device state equation. 
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Fig. 7. Derivation procedure of the formal solution of the linearized device 
state. 



no 𝑪−1 calculation appears in Fig. 8. This is because not the 

smallest eigenvalue of 𝑪−1𝑮 but the largest eigenvalue of 𝑮−1𝑪 

is calculated here. Arnoldi algorithm embeds the eigenvalues of 

𝑮−1𝑪 into Hessenberg matrix from larger side. Then, the largest 

eigenvalue of the Hessenberg matrix is calculated by such as 

QR method [24] or directly solving the characteristics equation. 

Since the device equations may result in complex conjugate 

eigenvalue pairs, the Hessenberg matrix size 𝑚 in Fig. 8 should 

be at least 2. Moreover, according to our experiment, 𝑚 = 2 is 

sufficient to get the largest eigenvalue as is shown as Fig. 13 in 

Section V B. 

Arnoldi algorithm shown in Fig. 8 is executed as Step 7 in 

the transient device simulation flow in Fig. 2. As will be shown 

in Section VI, LU-factorization in the transient device 

simulation algorithm and in Arnoldi algorithm is the most CPU-

time consuming part. Since LU-factorization is executed at Step 

7 and Step 15 in Fig. 2, the total number of LU-factorization per 

time step is the number of Newton iterations plus one. 

Therefore, the calculation cost of Arnoldi algorithm is nearly 

equal to one more extra Newton iteration. 

 

B. Example of Dominant Time Constant Extraction 

Fig. 9 (a) shows a 1-dimensional N+P-diode structure and 

Fig. 9 (b) shows an example of the variation of the dominant 

time constant with the progress of the transient analysis after 

forward step bias is applied to the diode. The filled squares with 

broken line are the case of moderate (0.8 V) forward bias and 

the filled and open circles with solid line are the case of strong 

(1.0 V) forward bias. At the time less than 2E-13 s where the 

carrier injection has not taken place yet, short dominant time 

constants (~1E-12 s) are extracted. They result from the product 

of the initial depletion layer capacitance and the neutral region 

resistance and are almost independent of the applied biases. On 

the other hand, after reaching steady state ( 1E-10 s), the 

dominant time constants become larger reflecting the large 

equivalent inductances due to the conduction current by the 

injected carriers. In this region, the dominant time constant 

becomes larger if the applied forward bias is larger (1E-11 s at 

0.8 V and 3E-11 s at 1.0 V). The open circles mean that the 

extracted dominant time constants are negative. 

In order to verify the validity of the extracted dominant time 

constants especially for the negative case, AC analysis [25] is 

conducted for the same N+P-diode. The small signal admittance 

of the N+P-diode draws hemi-circle in complex plane 

according to the variation of angular frequency 𝜔 of the small 

signal as shown in Fig. 10. Whether the hemi-circle stays in the 

upper part (Fig. 10 (a)) or lower part (Fig. 10 (b)) of the 

complex plane depends on the bias condition of the diode. If 

reverse or small forward bias is applied, the depletion layer 

behaves as capacitance and the small signal equivalent circuit 

becomes the one shown in Fig. 10 (a). On the other hand, if 

large forward bias is applied, the depletion layer disappears and 

the forward conduction current behaves as inductance due to 

the inertia of carrier traveling to the terminals so that the small 

signal equivalent circuit becomes the one shown in Fig. 10 (b). 

AC analysis results of the N+P-diode conducted at each time 

step of the transient simulation after 1 V forward step bias 

 
 

Fig. 8. Flow chart of Arnoldi algorithm [9] [16]. There is no need to calculate 

𝑪−1  in this algorithm. After Arnoldi algorithm has been completed, the 

largest eigenvalue of Hessenberg matrix is calculated by such as QR method 

[24] or directly solving the characteristics equation. 
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Hessenberg matrix  from larger side and
set the largest eigenvalue of  to the
dominant time constant   .

1. Set 𝑚 as the number of eigenvalues to be 
obtained.

2. LU-factorization of 𝑮 𝒙𝟎 :    = 𝑮 𝒙𝟎
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Fig. 9. (a) 1-D N+P-diode structure and forward step bias applied to it. (b) 

Time variation of the dominant time constants with the progress of the 

transient analysis after 1V (circles with solid line) and 0.8V (squares with 
broken line) forward step bias is applied to the N+P-diode. The open circles 

mean that the dominant time constant is negative. 
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application are shown in Fig. 11. The small signal frequency is 

scanned from 1 MHz to 100 GHz at each time step. Before 

3.45E-13 s, the diode admittance stays capacitive. Then, it 

becomes inductive as shown in Fig. 11 (a). After 1.12E-12 s, 

the hemi-circle flips to the left-half part of the complex plane as 

shown in Fig. 11 (b), which means the small signal (= 

differential) bulk resistance 𝑅s becomes negative. This is due to 

the onset of conductivity modulation in the p-type region such 

that the higher the carrier injection level becomes, the smaller 

𝑅s becomes. Since the time constant of the equivalent circuit is 

given by the inverse of the small signal angular frequency at the 

bottom of the hemi-circle as 

 =
1

𝜔T

=
𝐿d(𝑅s + 𝑅d)

𝑅s𝑅d

                           (33) 

as shown in Fig. 10 (b), the time constant becomes also negative 

if 𝑅s  0 and |𝑅s| ≪ 𝑅d. In the case of negative time constant, 

the time step width is usually restricted by the convergence of 

Newton iteration rather than LTE. This is due to the high 

sensitivity of the positive feedback system so that even small 

𝜹𝒙𝑘,𝑛+1 in (8) causes large variation of 𝑭(𝒙𝑘,𝒏+𝟏) in (7) at the 

next Newton iteration. After 1.38E-11 s, the hemi-circle flips 

back to the right-half part of the complex plane and the time 

constant also goes back to positive because the conductivity 

modulation begins to saturate due to the increase of SRH 

(Shockley-Read-Hall) recombination. Dominant time constants 

obtained by AC analysis are compared with those by Arnoldi 

method in Fig. 12. The open symbols correspond to the negative 

values. These two results are in good agreement with the 

averaged relative error of 2.8 %, and therefore, it is proved that 

Arnoldi method can give valid dominant time constants and the 

negative time constants reflect the actual physical phenomenon. 

The calculation speed of AC analysis is very slow because it 

uses complex double precision variables. For example, in the 

case of our implementation by using Microsoft Visual Basic 

[26], complex double matrix inversion takes about 10 times 

longer CPU-time than that of real double matrix inversion. 

More importantly, it is not easy for AC analysis to extract a 

dominant time constant if the equivalent circuit has complex 

topology. On the other hand, Arnoldi method is fast and sure to 

 
 
Fig. 10. Small signal equivalent circuit of the N+P-diode and its admittance 
vector trajectory in complex plane with respect to the angular frequency of 

the applied small AC signal. Time constant of the equivalent circuit is given 

by the inverse of the angular frequency at the top or bottom of the hemi-

circle. (a) In the case of reverse or small forward bias, the depletion layer 

behaves as capacitance. (b) In the case of large forward bias, the forward 

current behaves as inductance. 
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Fig. 11. Small signal admittance vector trajectory of the N+P-diode at each 

time step of a transient analysis. The small signal frequency is scanned 
from 1 MHz to 100 GHz. (a) Analysis time = 1E-13 s - 7.53E-13 s. Before 

5.19E-13 s, the admittance hemi-circle stays in the upper half part of the 

complex plane (= capacitive). After that, the hemi-circle moves to the 

lower half part (= inductive). (b) Analysis time = 7.53E-13 s - 2.23E-11 s. 

After 1.12E-12 s, the admittance hemi-circle flips from right half part to 

the left half part of the complex plane (= negative time constant). After 
1.38E-11 s, the hemi-circle flips back to the left half part (= positive time 
constant). 
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Fig. 12. Comparison of the dominant time constants for 1 V forward bias 
between Arnoldi method (circles with solid line) and AC analysis 

(triangles). Open symbols stand for negative time constants. For the 

analysis time less than 5.19E-13 s, the dominant time constants cannot be 
extracted by AC analysis because the admittance hemi-circles are not 

formed with the frequency range of 1 MHz ~ 100 GHz. 
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extract a dominant time constant for any arbitrary device. 

Fig. 13 shows the behavior of the absolute value of the time 

constants extracted from larger side by Arnoldi method for 𝑚 =
1~4. The largest time constant is about one order of magnitude 

larger than the second one, which indicates the dominant time 

constant is separated well from the other smaller ones. The 

dominant time constant hardly changes even if 𝑚 is increased 

from 2 to 3 or 4 except for the peak portion which has high 

sensitivity. 

VI. PERFORMANCE VERIFICATION BY TRANSIENT 

SIMULATION OF 2-D POWER DMOFET 

Transient simulation of a 2-dimensional power DMOSFET 

[27] after step  G application as shown in Fig. 14 is used for the 

performance verification of the proposed method. The used 

computer is equipped with Intel Core i3-4130 CPU of 3.40 GHz 

clock frequency and 4 GB DRAM. The simulation program is 

written with Microsoft Visual Basic. Dominant time constant 

variation and time step width distribution with respect to the 

analysis time are plotted in Fig. 15. Fig. 15 (a) shows the turn-

on case and Fig. 15 (b) shows the turn-off case. The dominant 

time constants shown by circles with solid lines stay around 1E-

10 s which is almost equal to the electron traveling time in the 

n- drift layer. The open circles in Fig. 15 (a) are negative time 

constants which appear at the onset of charging the channel (~ 

1E-12 s) and at the onset of charging the n- drift layer (~ 2E-11 

s). At the onset of charging, the resistance of the channel and 

the n- drift layer begin to decrease due to electron injection and 

this causes negative differential resistance that leads to negative 

dominant time constant. In the case of turn-off, resistance 

continues to increase due to electron depletion and this keeps 

the dominant time constant positive (all filled circles) as shown 

in Fig. 15 (b). Time step width distribution when 

Exp_LTE_metric is used with relative LTE tolerance (i.e.  r in 

(21)) = 1 % for carrier densities and absolute LTE tolerance (i.e. 

 a in (21)) = 1 % of the net doping densities is also shown by 

open triangles with dashed lines in Fig. 15. Multiple time step 

widths at the same analysis time mean that the time step width 

was rejected there as the Exp_LTE_metric exceeded the LTE 

tolerance. In the turn-on case, there are dense time steps 

between the channel formation (~ 3E-12 s) and transient decay 

(~ 3E-10 s). Similarly, in the turn-off case, time steps are dense 

between the onsets of channel depletion (~ 1E-12 s) and n- layer 

 
Fig. 13. Behavior of the absolute value of the time constants extracted 

from larger side by Arnoldi method for 𝑚 = 1~4. The largest time 

constant is about one order of magnitude larger than the second one. The 

largest time constant hardly changes even if 𝑚 is increased from 2 to 3 or 

4 except for the peak portion which has high sensitivity. 

 
 

Fig. 14. Power DMOSFET structure [27] used for the performance 

verification of the proposed method. Step  G of ±5V is applied for the 

transient analysis of turn-on and turn-off. 
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Fig. 15. Dominant time constants variation (circles with solid line) and time 

step widths distribution (triangles with broken line) with respect to the 

analysis time. Dominant time constants stay around 1E-10 s which is almost 
equal to the electron traveling time in the n- drift layer. Open circles 

correspond to the negative time constants. (a) Turn-on case. (b) Turn-off 
case. 
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depletion (~ 1E-10 s). In overall, the time step width is almost 

monotonically increasing in Fig. 15. This is due to the fact that 

|𝑥̇(𝑡 )| in (20) is almost monotonically decreasing. 

Analysis time progresses with respect to the number of time 

steps are shown in Fig. 16 for  r of 1-50 % for carrier densities 

and  a of 1-50 % of the net doping densities. Fig. 16 (a) shows 

the turn-on case and Fig. 16 (b) shows the turn-off case. 

Exp_LTE_metric (solid lines) shows about 5 times more rapid 

time progress at 1E-6 s than 2nd_order_LTE_metric (broken 

lines). This comes from the following two reasons. First, since 

2nd_order_LTE_metric ignores higher order Taylor expansion 

terms, cancellation effect between Taylor expansion terms in 

the case of positive dominant time constant is not included and 

therefore it overestimates the actual LTE. Second, since 

Exp_LTE_metric focuses on the dominant time constant, 

shorter time responses which are less important for the actual 

device operation are not highly considered. 

Fig. 17 and 18 compares the drain current (𝐼ds) between the 

solution with Exp_LTE_tolerance = 1 % (filled circles) and the 

exact solution obtained by setting 2nd_order_LTE_tolerance to 

0.1 % (solid line). Open triangles stand for the drain current 

error of Exp_LTE_metric case. Filled triangles stand for the 

relative local drain charge error in a time step with respect to 

the cumulative drain charge defined as: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒_𝑙𝑜𝑐𝑎𝑙_𝑄ds_𝑒𝑟𝑟𝑜𝑟

≝ |
∫ (𝐼ds_Exp_LTE − 𝐼ds_exact)𝑑𝑡

𝑡0+∆𝑡

𝑡0

∫ 𝐼ds_exact𝑑𝑡
𝑡0+∆𝑡

 

|

.

                             (34) 

 

 
Fig. 16. Analysis time progress with respect to the number of the time steps 

for relative LTE tolerance ( r) of 1 ~ 50 % for carrier densities and absolute 

LTE tolerance ( a) of 1-50 % of the net doping densities. (a) Turn-on case. (b) 

Turn-off case.  
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Fig. 17. Drain current (𝐼 𝑠 ) comparison for turn-on case between the 

solution with Exp_LTE_tolerance=1% (filled circles) and the exact 

solution obtained by setting 2nd_order_LTE_tolerance to 0.1% (solid line). 
Open triangles stand for the drain current errors. Filled triangles stand for 

the relative local drain charge error defined by (34). (a) Whole response 

with log-scale. (b) Main response with linear-scale. 
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Fig. 18. Drain current (𝐼 𝑠 ) comparison for turn-off case between the 

solution with Exp_LTE_tolerance=1% (filled circles) and the exact 

solution obtained by setting 2nd_order_LTE_tolerance to 0.1% (solid line). 
Open triangles stand for the drain current errors. Filled triangles stand for 

the relative local drain charge error defined by (34). (a) Whole response 

with log-scale. (b) Main response with linear-scale. 
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Fig. 17 shows the turn-on case and Fig. 18 shows the turn-on 

case. Since step  𝐺  biases are applied here, displacement 

current coupling between the terminals occurs through the 

series capacitances in the middle row of Fig. 5 (a), and this 

coupling produces femto-second order current responses. From 

a practical view point, ideal step  𝐺  application is unrealistic 

and the obtained results in femto-second order are physically 

dubious considering the classical physics models used in the 

simulation. Total amount of the transported or stored charges 

by such an ultra-fast current response is negligible compared 

with that of the later dominant current response. Therefore, less 

current accuracy in the ultra-fast response part is not a problem 

from a view point of total charge conservation. 

Exp_LTE_metric just ignores such an ultra-fast time response 

and this is the reason why the drain current error (open 

triangles) and the relative local drain charge error (filled 

triangles) become large in this duration. In the case of turn-on 

(Fig. 17), both the drain current error and the relative local drain 

charge error become less than 3 % after the analysis time 

reaches about 1/5 of the dominant time constant. In the case of 

turn-off (Fig. 18), both the drain current error and the relative 

local drain charge error also stay less than 3 % during the 

electron discharge (1E-12 s - 3E-11 s). Steep increase of the 

drain current error in the decay part of the turn-off is observed. 

However, the relative local drain charge error in this part is still 

kept less than 1% because the drain current level is low. 

CPU-time between 2nd_order_LTE_metric and 

Exp_LTE_metric is compared for 1-50 % LTE tolerance in Fig. 

19. Fig. 19 (a) shows the turn-on case and Fig. 19 (b) shows the 

turn-off case. CPU-time per time step of Exp_LTE_metric 

when initial guess is applied before Newton iteration by using 

(32) (filled triangles with solid lines) is about 40 % longer than 

that of 2nd_order_LTE_metric (filled triangles with dashed 

lines). This is mainly due to the calculation cost of the dominant 

time constant by Arnoldi method and partly due to the increase 

in the number of Newton iterations induced by the larger time 

step width. However, the total CPU-time of Exp_LTE_metric 

with the initial guess (filled circles with solid line) is as small 

as about 27 % of 2nd_order_LTE_metric (filled circles with 

dashed line). By using Exp_LTE_metric, the total number of 

time steps reduces down to about 20 % of 

2nd_order_LTE_metric as shown in Fig. 16 and this is the main 

cause of CPU-time reduction. 

Smaller number of time steps means larger time step widths 

per time step, which may induce convergence problem of 

Newton iteration. Therefore, it is important to use a good initial 

guess calculated by (32) to assure stable simulation. Fig. 20 

compares the number of Newton iterations per time step for 

Exp_LTE_metric = 1 % between the initial guess by (32) and 

simple use of the solution at the preceding time step. By 

adopting the initial guess by (32), the number of Newton 

iterations and therefore also their CPU-time can be reduced by 

25%. On the other hand, the smaller the number of Newton 

iteration becomes, the more significant the relative calculation 

overhead of the LU-factorization in Arnoldi algorithm becomes. 

Consequently, the total calculation cost per time step with the 

Exp_LTE_metric is larger than that with 

2nd_order_LTE_metric as shown in Fig. 19. 

 Mesh size dependence of the CPU-time for 

Exp_LTE_metric and 2nd_order_LTE_metric with 1% LTE 

tolerance is shown in Fig. 21. Here, 𝑛 × 𝑛𝑦 rectangular mesh 

is used and therefore, the total mesh size (𝑛 ) is 𝑛 = 𝑛 𝑛𝑦 

and the resultant matrix size is 3𝑛 × 3𝑛 . If the variables are 

reordered as 

(𝜓(𝑟1, 𝑡𝑘), 𝑛(𝑟1, 𝑡𝑘), 𝑝(𝑟1, 𝑡𝑘), 𝜓(𝑟2, 𝑡𝑘), 𝑛(𝑟2, 𝑡𝑘), ⋯ )𝑡  as 

 

 
Fig. 19. CPU-time comparison between 2nd_order_LTE_metric and 

Exp_LTE_metric for 1-50% LTE tolerance. Solid circles and solid 
triangles with solid line correspond to the case that initial guess is applied 

before Newton iteration by using (32). (a) Turn-on case. (b) Turn-off case. 
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Fig. 20. Comparison of the number of Newton iteration between with 

initial guess by (32) and simple use of the solution at the preceding time 
step for turn-on case. Even for the wide time step widths produced by 
Exp_LTE_metric, good initial guess helps the convergence. 
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explained in Section II, the band width of the resultant matrix 

is almost equal to 3√𝑛 . Although this matrix is sparse as it 

has only 15 diagonal and off-diagonal element stripes, all the 

elements within the band width are filled in after LU-

factorization. Therefore, the time complexity of LU-

factorization is 𝑂(𝑛 ∙ √𝑛 ∙ √𝑛 ) = 𝑂(𝑛 
2 ) . The time 

complexity of the other matrix-vector operations such as 

forward-backward substitution or matrix-vector product is 

𝑂(𝑛 ∙ √𝑛 ) = 𝑂(𝑛 
1.5) . Since the CPU-time is almost 

proportional to 𝑛 
2. 2 as shown in Fig. 21, LU-factorization of 

the band matrix is dominant in the calculation cost. 

 

VII. DISCUSSION 

It is also possible to adopt the proposed Exp_LTE_metric to 

other devices than power DMOSFET. However, in advanced 

logic CMOS, the response time of the whole device structure is 

equal to the inversion layer forming time which is less than 1E-

12 s. Therefore, CPU-time reduction will not be significant if 

Exp_LTE_metric is adopted. For advanced logic CMOS 

devices, the following two cases may be effective: 1) Soft-error 

or latch up caused by charged particle irradiation, which is 

restricted by the response time of the whole well structure. 2) 

The case that the whole circuit response is restricted by the 

response time of external load. Still, the most effective 

application is power devices which need to charge and 

discharge long n- drift layer, and whose external load has long 

response time. 

In Exp_LTE_metric, only one dominant time constant is 

considered. This is enough for power devices whose dominant 

time constants are well-separated from the other smaller time 

constants. However, there may be problems such that multiple 

time constants are uniformly scattered in an interested time 

range and/or fast responses also need to be calculated accurately. 

To ensure the accuracy throughout the entire simulation time 

range for general problems, a mechanism of choosing 

appropriate time constants for Exp_LTE_metric depending on 

the analysis time may be necessary. 

VIII. CONCLUSIONS 

A new accurate Exp_LTE_metric for time step control for 

power device transient simulation is derived by utilizing 

dominant time constant information of the whole device 

structure. The dominant time constant is extracted as the 

negative inverse of the smallest eigen value of the matrix which 

appears in the matrix exponential term in the formal solution of 

the linearized device state equation. By using the proposed 

Exp_LTE_metric, CPU-time of the 2-dimensional power 

DMOSFET transient simulation successfully decreases down to 

27 % of the conventional 2nd_order_LTE_metric with assuring 

the current accuracy of the dominant transient response. Initial 

guess by using the formal solution of the linearized device state 

equation improves the convergence of Newton iteration by 25% 

for the large time step widths derived by Exp_LTE_metric. 
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